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Introduction

Beyond the Selberg class
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All of these are examples of what are known as unitary automorphic L-functions.
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$$
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(P4) The function $F(s)$ can be expressed as a product
$F(s)=\prod_{p} F_{p}(s)$, where $\log F_{p}(s)=\sum_{k=1}^{\infty} \frac{b_{p} k}{p^{k s}}$ with
$\left|b_{p^{k}}\right| \leq C p^{k \theta}$ for some $\theta<1 / 2$ and some constant $C>0$.
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The series $L(s, \Delta)=\sum_{n=1}^{\infty} \frac{\tau(n)}{n^{s+11 / 2}}$ satisfies (P1), (P2) (with $m=0)$, (P3) with $G(s)=\Gamma(s+11 / 2)$ and also (P4)
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More: The theorems will also be valid for series that arise as factors of unitary automorphic L-functons.
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## Theorem

If $F(s)$ lies in $\mathcal{G}^{\#}$ and satisfies two different functional equations for factors $G_{1}(s)$ and $G_{2}(s)$, then $G_{1}(s)=c G_{2}(s)$ for some $c \in \mathbb{C}$.
The proofs of the above statements are variations on the arguments made in $\mathcal{S}$ and $\mathcal{S}^{\#}$ by Conrey-Ghosh (C-G) and Kaczorowski-Perelli (K-P)
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We also have
Theorem
If $0<d<1, \mathcal{L}_{d}^{\#}=\emptyset$.
The proof of the theorem above, is an easy modification of arguments of Richert and C-G made for $\mathcal{S}$.
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## Conjecture

(Selberg) Unique factorization into primitives holds in the class $\mathcal{S}$. Of course, one can conjecture the same for the class $\mathcal{L}$.
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Let $L(s, \pi)$ be the $L$-function associated to a modular or Maass cuspidal eigenform (e.g. $L(s, \Delta)$ ). (fancier terminology: let $\pi$ be a cuspidal automorphic reprentation of $G L_{2} / \mathbb{Q}$ )

## Corollary

The function $L(s, \pi)$ is primitive in $\mathcal{L}$.
Again, the above result has been known for $\mathcal{S}$ by the work of (K-P). But all the functions $L(s, \pi)$ are not known to lie in $\mathcal{S}$.
They are known to lie in $\mathcal{L}$ though!
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This is much harder and more interesting. It is joint work with R. Balasubramanian.
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Theorem
With the previous notation, we have for any $F \in \mathcal{L}^{\#}$,
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for some constant $c$.
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This is much harder and more interesting. It is joint work with R. Balasubramanian.

Using a technique of Soundarajan we have been able to make some progress. For instance, we can extend the results of K-P from $\mathcal{S}^{\#}$ to $\mathcal{L}^{\#}$ to obtain
Theorem
With the previous notation, we have for any $F \in \mathcal{L}^{\#}$,

$$
\sum_{n \leq T}\left|a_{n}\right|^{2} \sim c T
$$

for some constant c.
The proof here involves a much more serious departure from existing arguments. In particular we need to use the celebrated results of Montgomery and Montgomery-Vaughan on $L^{2}$ norms.
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If $1<d<2, \mathcal{S}_{d}^{\#}=\emptyset$.
We believe that our techniques should be good enough to 1) extend their results to $\mathcal{L}^{\#}$ and 2 ) yield a much shorter and different proof.

This is work in progress.

